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Understanding the physical properties of the superconducting-to-normal transition is fundamental for

optimizing the design and performance of transition-edge sensors (TESs). Recent critical current IC

measurements of square Mo/Au bilayer structures show that they act as weak superconducting links,

exhibiting oscillatory, Fraunhofer-like behavior with applied magnetic field. In this paper, we

investigate the implications of this behavior for TES x-ray detectors operated in the resistive

transition. These devices include normal metal features used for absorber attachment and suppression

of detector noise. We present extensive measurements of IC as a function of temperature T and field

B, which show a complex temperature and current evolution when compared with the behavior

expected from a simple geometry. We introduce a resistively shunted junction model for describing

the TES resistive transition as a function of current I, temperature T, and magnetic field B. From this

model, we calculate the R(T,I,B) transition and the logarithmic resistance sensitivity with respect to T
and I (a and b, respectively), as a function of applied magnetic field and operating point within the

resistive transition. Different examples are presented to illustrate the role of critical current on the

transition parameters, and results are qualitatively compared with measurements. Results show that

the important device parameters a and b exhibit oscillatory behavior with applied magnetic field due

to the modulation of the critical current. This in turn affects the signal responsivity and noise, and

the predicted energy resolution. These results show the significance of the critical current in

determining the performance of TESs and how externally applied and self-induced magnetic fields

can affect the transition and, thus, hold promise for future optimization. VC 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4818917]

I. INTRODUCTION

Transition-edge sensor (TES) microcalorimeters1 are

under development by numerous groups worldwide for a vari-

ety of ground based and space based applications in photon

and particle spectroscopy.2–8 We are currently pursuing high

fill-factor, high quantum efficiency, kilo-pixel arrays of TESs

for a variety of applications in x-ray spectroscopy.9–13 Our typ-

ical arrays are designed to achieve full-width-at-half-maximum

(FWHM) instrumental energy resolution DEFWHM< 2.5 eV in

the soft x-ray energy range (0.3–10 keV).

A TES consists of a thin superconducting film, typically

with a transition temperature TC� 0.1 K, weakly thermally

coupled to a lower temperature heat bath via a thermal con-

ductance Gb. The TES is self-heated to within the supercon-

ducting-to-normal phase-transition by Joule power supplied by

a voltage-bias circuit, where it self-regulates on an operating

point by means of electro-thermal feedback.1 A temperature

rise due to photon or particle absorption causes a subsequent

change in the resistance and therefore the current flowing

through the TES. This signal is read out using inductively

coupled superconducting quantum interference devices

(SQUIDs).

Although great strides have been made in TES detector

development over the past decade, a complete physical model

that describes the superconducting-to-normal transition has

remained elusive. The resistive transition of a TES is conven-

tionally considered a function of both the current I and tem-

perature T, R(T,I) and is parameterized by two important

parameters: a¼ T/R @R/@T and b¼ I/R @R/@I. These parame-

ters are experimentally evaluated at the quiescent operating

point in the transition and are used to predict the detector sig-

nal, noise, and energy resolution.1 This phenomenological

approach does not depend on knowledge of the underlying

physics that describes the superconducting-to-normal transi-

tion, but without a physical foundation, the value of this em-

pirical description rapidly diminishes as conditions depart

from the quiescent point. Recent measurements of the depend-

ence of the critical current on the temperature, field, and size

of Mo/Au proximity-bilayer structures have given new insight

into the fundamental physics that describes these devices14–16

and have highlighted the importance of the local magnetic
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field environment. These results showed that the properties of

these particular TESs depend on weak-link physics and long-

range proximity effects. Merging this physical description

with the established framework for describing TES perform-

ance could open new avenues for optimization at both the de-

vice and the instrument level. In this contribution, we present

detailed measurements of critical current and R(T,I,B) of a

TES designed for x-ray astronomy applications and present a

device model that qualitatively reproduces the observed

behavior.

The paper is organized as follows. Section II presents a

summary of the basic theory and equations describing TES

behavior that are referenced throughout this report. Included

is the background theory used to describe TESs in the context

of weak links. In Sec. III, we present details of sample prepa-

ration and experimental set-up. Section IV presents measure-

ments and discussion of the critical current as a function of

magnetic field and temperature, which are compared with the

basic theory developed in Sec. II. In Sec. V, we develop a

simple resistively-shunted-junction (RSJ) model that is used

to provide a basis for predicting R(T,I,B) from the measured

critical current and for the first time incorporates the role of

magnetic fields on the transition characteristics. In Sec. VI,

we present measurements of the parameters a and b as a func-

tion of magnetic field and bias point and compare with the

predictions of the RSJ model. Also in Sec. VI, we investigate

the impact of applied field on the detector responsivity and

noise and compare results with the predictions based on the

measured small signal detector parameters.

II. BACKGROUND THEORY

A. Basic TES principles

The TES bias circuit is depicted in Fig. 1. The TES is

voltage biased using a shunt resistor (RS) in parallel with the

TES (R(T,I)) with RS � R(T,I). The TES is inductively

coupled to a SQUID via an input coil with inductance of Lin.

The small signal parameters a and b, which characterize

the resistive transition, determine the measured detector

response to an x-ray photon of energy E. In the limit of

R(T,I) � Rs and Lin¼ 0, the small signal current pulse as a

function of time, t is1

DIðtÞ � a
1þ b

I0R0

T0

E

C
e
� t

setf ; (1)

where R0, I0, T0 are the TES resistance, current, and tempera-

ture, respectively, at the quiescent operating point and C is

the device heat capacity. setf is the electro-thermal decay

time defined as

setf ¼
s

1þ L0

: (2)

Here, s¼C/Gb is the natural thermal response time of the de-

tector, and the loop gain is defined as

L0 ¼
a

1þ b
I0

2R0

T0Gb
; (3)

which parameterizes the effect of electro-thermal feedback.

Both the pulse height and decay time depend on the factor

a/(1þb). Whereas increasing a increases DI and reduces

setf, an increase in b has the opposite effect.

In an ideal TES microcalorimeter, two intrinsic sources

of noise dominate. At low frequencies, the noise is domi-

nated by thermal fluctuations between the TES and the heat

sink. This noise can be considered as a white thermal noise

source in series with the TES with power spectral density

Pn ¼ ð4kbT0
2GbFÞ1=2: (4)

The unit-less parameter F(T0,Tb,n)� 0.5 accounts for the

temperature gradient across the thermal link and n is a con-

stant that depends upon the physical nature of the thermal

link to the heat sink at temperature Tb.1 At higher frequen-

cies, the electrical Johnson noise of the TES dominates.

Irwin et al.17 showed that since a TES is not operated in

equilibrium, an additional near-equilibrium, non-linear cor-

rection to the conventional Johnson noise should be

included. The total white voltage noise in series with the

TES can be described by

Vn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kbT0R0ð1þ 2bþ #2Þð1þM2Þ

q
; (5)

in units of V/�Hz, where the first term (4kbT0R0) is the linear

equilibrium Johnson noise (kb is Boltzmann’s constant); the

factor 2b is the first order, non-linear correction term to

the noise and #2 are higher order terms in the expansion. The

higher order terms include dissipationally undeterminable

parameters preventing a complete solution that depends only

upon known detector parameters.17 Additional noise above

the first order correction term has often been observed. This

noise has the same spectral form as the Johnson noise and is

FIG. 1. TES bias circuit schematic. Since Rbias is much larger than the paral-

lel combination of RS and R(T,I), Ibias is essentially independent of R(T,I)

and the parallel circuit is current biased.

074513-2 Smith et al. J. Appl. Phys. 114, 074513 (2013)
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conventionally represented by the factor M2. It has not been

possible to distinguish M2 from #2 empirically. The use of

normal metal stripes perpendicular to the current flow has

been shown to reduce unexplained voltage noise,18 though

the mechanism for this is not understood. In our Mo/Au devi-

ces, the first correction term in Eq. (5) has been found to

account for a significant fraction of previously unexplained

noise.19 The theoretically achievable FWHM energy resolu-

tion DEFWHM can be calculated from the noise-equivalent-

power (NEP).1 This relationship is conventionally expressed

in the frequency domain as

DEFWHM ¼ 2:355

ð1
0

4

NEPðf Þ2

 !�0:5

; (6)

where NEP(f)2¼hjN(f)j2i/jS(f)j2 is the ratio of the average

noise power spectral density hjN(f)j2i, to the square of the nor-

malized detector responsivity S(f) (defined as the normalized

response of the detector to an input of energy). In the small-

signal limit, analytically evaluating Eq. (6) considering just

the thermal-fluctuation and Johnson noise, with RS � R0

(strong voltage bias) and strong electro-thermal feedback,

yields1

DEFWHM � 2:355

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kbT2

0

C

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nFð1þ 2bþ #2Þð1þM2Þ

qr
:

(7)

Thus, DEFWHM depends on a and b explicitly as well as

through any additional dependence that M2 and #2 may have

on both. Although TES microcalorimeters have already

achieved impressive DEFWHM, understanding the physical ori-

gins of a, b, M2, and #2 is essential for further optimization.

B. TES proximity induced weak-links

There are two extreme temperature r�egimes in which

IC(T,B) takes very different forms. We define these as a

weak-link r�egime and strongly coupled r�egime. The general

behavior of these r�egimes and the effect of self-induced mag-

netic fields are discussed below.

Measurements of the temperature and field dependence

of the critical current of square TES bilayers14,15 have found

Josephson-junction-like behavior consistent with the devices

acting as proximity-induced weak-links.20,21 These results

were described through a Ginzburg-Landau (GL) model

where the TES is considered a SN/S proximity induced

weak-link. The S materials are the electrical bias leads

with transition temperature TCL and N/ is the Mo/Au TES

(see Fig. 2(a)) with intrinsic transition temperature TCi

(TCL � TCi). In this framework, the superconducting bias

leads proximitize the bilayer material over a distance charac-

terized by the coherence length n, resulting in a spatially

varying superconducting order parameter, jwj2 (see Fig.

2(b)). Through this proximity effect, the N/ material has a

superconducting transition temperature that is elevated

above the intrinsic Mo/Au bilayer transition temperature TCi

due to the presence of the S material. Under this formalism,

the critical current as a function of temperature IC(T) was

calculated for all T< TCL.14,15 For T � TCi this was

described by the simplified functional form

ICðT; LÞ / L

nðTÞ e
� L

nðTÞ; (8)

where n(T)¼ n0/j(T/TCi) � 1j1/2 is the temperature dependent

GL coherence length with n0 the zero temperature coherence

length and L is the length of the TES. The important result

from the proximity effect is that the TES is a non-uniform

superconductor and even for L � n and T> TCi the super-

conducting order parameter remains finite at the center of the

TES for all T< TCL.14,22 The GL model was also able to

explain the observed scaling of TC with L�2. Later work by

Kozorezov22 described a microscopic model of a TES

proximity-induced weak-link using an Usadel formalism.

This model was used to calculate the spatially varying order

parameter along the length of the TES, including the effect

of the electron transmissivities at the SN/S interfaces, from

which the critical current could be numerically calculated.

Further experimental evidence of weak-link behavior

was found from the measured dependence of the critical

current on magnetic field applied perpendicular to the

direction of current flow, IC(B).14–16 For T � TCi, IC(B)

took a form similar to the well known Fraunhofer pattern

characteristic of many Josephson structures in the limit

of negligible screening (where the effective magnetic

penetration20 keff � w):23

ICðBÞ ¼ ICð0Þ
sin p

B

B0

� �

p
B

B0

��������

��������
: (9)

The periodicity of the oscillations is B0¼U0/(wL), where

L is the junction length, w the width, U0¼ 2.07 � 10�15 is the

flux quantum. This relationship assumes a sinusoidal current-

phase relationship, which corresponds to a uniform current den-

sity distribution J(x) at zero applied field, and the presence of

negligible screening currents. Measurements at T� TCi on our

TES test bilayers reveal critical-current patterns very similar to

that predicted by Eq. (9). In those devices, L2 was consistent

with the total area of the TES contributing to the weak link. An

exponential temperature dependence and Fraunhofer-like field

FIG. 2. (a) Schematic of SN/S proximity induced TES weak-link. The S ma-

terial is the electrical bias leads with intrinsic transition temperature TCL and

N/ is the Mo/Au TES with intrinsic transition temperature TCi (TCL� TCi).

(b) Spatial variation of the modulus squared of the order parameter jwj2
across the TES weak link.

074513-3 Smith et al. J. Appl. Phys. 114, 074513 (2013)
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dependence of the critical current are a common characteristic

of other superconducting-normal-superconducting (SNS) weak-

link structures, such as the proximity effect micro-bridges of

Ref. 24, ion-implanted micro-bridges of Ref. 25, and SNS

sandwiches of Ref. 26. These results are discussed in detail in

the review article of Ref. 20.

IC(B) can be related to the modulus of the inverse Fourier

transform of the current distribution, thus knowledge of J(x)

can be used to predict IC(B) for simple geometries. Barone

and Paterno use a “one-parameter” model to calculate IC(B)

for cases of non-uniform tunneling-current-density distribu-

tion J(x) across the width of a junction that is given by23

ICðBÞ ¼ ICð0Þ
v2

v2 p
B

B0

� �2

p
B

B0

sin p
B

B0

� �
v tanhðvÞ þ cos

�
p

B

B0

���������

��������
;

(10)

where v¼ aw/2, w is the lateral dimension across the junc-

tion, a¼ J(6w/2)/J(0) is the ratio of the current density at

the edges of the junction (x¼6w/2) to that at the center

(x¼ 0) and

JðxÞ ¼ J0

cosh ax

cosh aw=2
: (11)

In the limit of a! 0, Eq. (10) reduces to Eq. (9) for uniform

J(x).

Although Eq. (9) is valid for T � TCi, closer to the

intrinsic bilayer temperature (but still above it), significant

departures were observable. In this r�egime, magnetic fields

generated from the transport current in the bias leads, and

potentially from the current distribution from within the sam-

ple itself, can result in significant deviations from the simple

model. For the square Mo/Au bilayers reported in Ref. 15,

the measured IC(B) was shown to be shifted by an amount

proportional to the size of the critical current, DB¼ gIIC,

where gI is defined as the self-field factor and depends upon

the geometric coupling between the TES and the bias leads.

Over a broad range of TES sizes, DB was found to be con-

sistent with the expected gI calculated assuming a uniform

externally applied field from the electrical bias leads.

Figure 3(a) shows a simple example of a calculated

IC(B) with and without a self-induced magnetic field. The

role of self-induced magnetic fields in Josephson structures

is highly dependent upon the geometry. Examples for differ-

ent junction geometries are discussed in Barone and Paterno

and references within.28

As temperature is further reduced to T< TCi evidence of

the Josephson effect disappears and the measured critical

current transitions to behavior analogous to the Meissner

state for a strongly coupled superconductor20,23 where exter-

nally applied fields are screened (keff<w). In this r�egime,

assuming no self-induced magnetic field and a device with

symmetric edges, the IC(B) is characterized by

ICðBÞ ¼ ICð0Þ 1� jBj
Bs

� �
; (12)

where Bs is the critical field. For jBj<Bs external fields are

screened (Meissner region), whereas for B> jBsj, it has been

observed for some of our square test bilayers TESs that

Josephson vortices can penetrate the film resulting in a field

modulated IC.15 The maximum in IC(B) is shifted by the

presence of self-induced magnetic fields in the same way as

described above (see Fig. 3(b)).

These effects have been well characterized for feature-

less square TES structures, but devices used for photon and

particle detection usually have additional metal features,

such as metallic absorbers and noise mitigation stripes.18,27

These additional features introduce a higher level of com-

plexity that is not included in the one-dimensional weak-link

theory described above. For the Mo/Au bilayers reported in

Ref. 16, these metal features have been shown to introduce

effects of non-equilibrium superconductivity and to laterally

proximitize the surrounding bilayer material, which sup-

presses the measured TC below that of devices without such

FIG. 3. (a) Example IC as a function of applied magnetic flux U/U0 for a narrow Josephson junction or TES weak-link in the limit T� TCi (Eq. (9)). (b) IC(B)

calculated for a wide Josephson junction or TES in the limit T� TCi (Eq. (12)). Both figures show an example with (dashed red line) and without (solid black

line) a self-induced magnetic field proportional to IC.

074513-4 Smith et al. J. Appl. Phys. 114, 074513 (2013)
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features. The level of TC shift depends on L as well as the ge-

ometry of the Au features. The role of these features on

IC(T,B) has not been fully explored but might be expected to

introduce a highly non-uniform current density distribution

and significant deviation from the simple models described

above.

III. SAMPLE DESCRIPTION AND EXPERIMENTAL
SET-UP

Our TES development has focused on the use of

electron-beam deposited Mo/Au proximity bilayers in which

the intrinsic transition temperature of the Mo (�0.9 K) is

suppressed by the proximity of the normal metal Au layer.

By adjusting the thickness of the Au layer, the transition

temperature can be tuned to �100 mK. The Nb bias leads are

sputter deposited. In addition, these devices utilize sputtered

Au (350 nm thick) fingers that run perpendicular to the cur-

rent flow and are found empirically to reduce voltage noise

in the TES that has not yet been understood.18,28 The TESs

are fabricated on thin (0.5 lm) Si-N membranes, which

weakly thermally couple the TES to the �50 mK heat sink.

A 4.1 lm thick overhanging electroplated Au absorber with

lateral dimensions of 244 lm� 244 lm provides 96% quan-

tum efficiency for 6 keV x-rays. These absorbers make

contact with the TES and surrounding membrane area in a

“T”-shaped region. This “T”-shaped absorber attachment

stem is 15 lm wide and strongly thermally couples the

absorber to the sensor. The TES geometry is shown in Fig. 4.

The detectors are voltage biased using a shunt resistor of

RS¼ 0.2 mX. The Mo/Au has a normal resistance of 16 mX
per square. The presence of the addition Au features shown

in Fig. 4 provides parallel paths that reduce the normal state

resistance of the device to Rn � 8 mX. The device tested

here is from a wafer from the same fabrication run as those

described in Refs. 27 and 29. Further details of these devices

may be found in those references.

These experiments were carried out in an adiabatic

demagnetization refrigerator (ADR) with an operational base

temperature of 50 mK. A 400-turn superconducting field coil

approximately 3 mm above the detector chip was used to

vary the magnetic field perpendicular to the plane of the TES

film. The field coil was calibrated at 4.2 K using a SQUID

magnetometer provided by Physikalisch-Technische

Bundesanstalt (PTB) Berlin. The applied field is calculated

to vary by <0.1% over the length scale of the TES and a few

% over the 2 mm length scale of a 8� 8 pixel array. The

detectors were housed within a superconducting Nb box to

shield against external magnetic fields. This box trapped in a

residual magnetic field of < 1 lT, which varied day-to-day

over the course of an experimental run. Any stray field will

suppress the measured transition temperature, thus by meas-

uring the applied field required to maximize the transition

temperature we can track the environmental field to

�0.05 lT. For ease of comparison, all data throughout this

report are presented with the required nulling field subtracted

from the applied magnetic field.

IV. CRITICAL CURRENT MEASUREMENTS
AND ANALYSIS

The critical current at different applied magnetic fields

and temperatures is derived from measurement of the TES

current I as a function of the voltage V applied to the electri-

cal bias circuit shown in Fig. 1. The voltage is swept sym-

metrically around zero at a rate of typically 0.2–0.6 Hz,

which was required to avoid thermal hysteresis from normal-

state self-heating that can suppress the measured IC. The

resulting data are digitized. The field is then incremented

before repeating the measurement. For a particular field, IC

is determined from the first on-set of resistance for both the

positive ICþ and negative IC� bias direction. The data are

sampled every �0.02 lT over a range of several lT. The

ADR temperature is controlled during acquisition to ensure

temperature stability.

Figure 5 shows the measured ICþ(B) for the positive

bias direction at T¼ 84.4 mK. The transition temperature of

the device (measured at an excitation current of �100 nA) is

85.1 mK at zero applied magnetic field. These data are com-

pared with a simple Fraunhofer diffraction pattern of Eq. (9)

and the one-parameter model of Eq. (10). The data show

modulation of the IC with applied magnetic field that is in-

dicative of weak-link behavior in this device. However, two

FIG. 4. Schematic diagram of 140 lm� 140 lm Mo(45 nm)/Au(190 nm)

TES. The absorber attachment stem is in a “T” configuration. The bias cur-

rent flows in the vertical direction. The three components that make up the

electric bias leads are labeled l1, l2, and l3.

FIG. 5. Measured IC(B) for a Mo/Au TES as depicted in Fig. 4. The data are

fitted using Eq. (10) with a¼ 4.4 (solid black line). Also shown for compari-

son is the Fraunhofer pattern of Eq. (9) assuming uniform J(x) (blue dashed

line). The inset shows the corresponding J(x) calculated from Eq. (11).
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significant deviations from the behavior seen in plain devices

are observed. Firstly, whereas the square devices were well

represented by Eq. (9) for uniform J(x), the data for this de-

vice are better approximated by the one-parameter model

(Eq. (10)) with a fit value of a¼ 4.4. This is characterized by

a narrower central maximum region and larger secondary

maxima to either side of the central maximum compared

with that predicted from Eq. (9). For a simple junction geom-

etry, this would suggest non-uniform Josephson coupling

with J(x) significantly peaked at the edges (as shown in the

inset). However, whether this is the correct physical interpre-

tation for these complex three dimensional geometries with

lateral features perpendicular to the current injection is not

proven. The second difference is that the periodicity of the

oscillations is B¼ 0.55 6 0.02 lT, corresponding to an area

wL� 3600 lm2 contributing to the weak-link. For a square

geometry this would imply a lateral dimension of 60 lm.

Thus, the size of the contributing weak link is �20% the

area of the total 140� 140 lm Mo/Au bilayer or �34% of

the bilayer area not covered by additional deposition layers.

For comparison, the featureless devices reported in Ref. 15

had a weak-link area equal to the total bilayer area L2 (in the

range L¼ 8–240 lm).

In Figs. 6 and 7, we show ICþ(B) and IC�(B) over the

temperature range 84.4–41.7 mK. The data are reproducible,

non-hysteretic, and exhibit time-reversal symmetry

(ICþ(B)¼�IC�(�B)), suggesting that the film is free of

trapped flux, which may occur at impurity sites or the SNS

interfaces. Four different devices of the geometry shown in

Fig. 4 were tested, and all revealed similar temperature and

field dependence, confirming the results are a characteristic

of this particular device geometry. As the temperature is

lowered, IC(B) deviates rapidly from the weakly coupled

behavior described above. Though oscillatory behavior is

still apparent, the minima in the IC(B) do not go to zero and

the maximum in IC(B) show a clear shift away from zero

applied field, which is increasing with decreasing tempera-

ture (see Fig. 6). As the temperature is reduced below

83 mK, the oscillations to the right of the maximum (for

ICþ(B)) grow significantly and in the range 70–76 mK the

oscillations are of similar magnitude. The periodicities of

the oscillations over this temperature range are approxi-

mately the same as seen for the weakly coupled r�egime for

T� 84 mK. As the temperature is lowered further, the field

required to maximize IC(B) begins to shift to the opposite

direction. Below 70 mK (Fig. 7(b)), the data have linear-like

regions similar to the ideal Meissner screening state

described by Eq. (12). However, even at the lowest tempera-

tures measured, there is still oscillatory behavior superim-

posed on the linear-like regions, suggesting that weak-link

physics effect are still involved (Fig. 8 shows an expanded

view of the data in Fig. 7(b), illustrating the oscillatory

behavior at T¼ 70.4 and 53 mK).

In the simple self-field model outlined in Sec. II B,

which assumes an externally applied magnetic field from the

biasing leads, a shift DB in the field at which the maximum

IC(B) occurs is expected. The magnitude of the shift, DB,

should be proportional to the magnitude of IC. However, the

results show some departures from this behavior. Figure 9(a)

shows the maximum jIC(B)j for each measured temperature

versus the applied field required to maximize both ICþ(B)

and jIC�(B)j. In Fig. 9(b), the same magnetic field values are

presented as a function of the temperature. To aid compari-

son between common data points shown in Figs. 6–8 and

Fig. 9, five data points corresponding the maximum IC(B) for

different temperatures are labeled A-E. Although the maxi-

mum jIC(B)j<�100 lA appears to track approximately line-

arly with current at a rate of gI��16 lT/mA, it also appears

linear with temperature at a rate of gT� 0.28 lT/mK. The

estimated magnitude of the self-induced magnetic field at the

center of the device from the three components that make up

the electrical bias leads (labeled l1, l2, l3 in Fig. 4) is calcu-

lated to be gI� 5 lT/mA. This is smaller in magnitude and,

most surprisingly, of the opposite polarity to the measured

shift. Further discrepancy can be found in the shape of IC(B).

Shown in Fig. 10 is the measured IC(B) for T¼ 83.5 mK,

FIG. 6. (a) Measured ICþ(B) and IC�(B) for the temperature range (a) 84.4–83.5 mK and (b) 78.8–83.0 mK. The temperature corresponding to each trace is

indicated on the figure. Because of the high density of sampling (�0.02 lT), the data appear as continuous lines. The statistical error in IC is estimated to be

60.05 lA. For reference with Fig. 9, the maximum IC for T¼ 84.4 mK and T¼ 78.8 mK are labeled A and B, respectively.
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presented is just the region of the central peak. Shown for

comparison are two Gaussians with the same width as the cen-

tral peak. A shift is introduced such that the peak in the

Gaussian matches the peak in the data, however, one is shifted

an amount proportional to temperature (DB¼ gT(T�TC0)

where gT¼ 0.3 lT/mK and the constant TC0¼ 84.5 mK is the

fitted transition temperature in the limit IC¼ 0) and the other

proportional to the critical current (DB¼ gIIC, where

gI¼�20 lT/mA). This comparison suggests that the data are

better described by a shift proportional to T as opposed to pro-

portional to IC as predicted by a self-field from the electrical

bias leads.

In the Meissner-like region (T< 70 mK), the field and

temperature evolution of the IC is more consistent with a

simple self-field model where the shift is proportional to cur-

rent. In this r�egime, we find gI� 3 lT/mA, within a factor of

two of the estimated self-field factor from the bias leads.

Though a detailed theory to quantitatively describe these

results for such complex geometries is absent, the measure-

ments are qualitatively similar to the theory outlined in

Sec. II for simple geometries, illustrating a weak-link r�egime

transitioning to a Meissner-like state. We believe the differ-

ences can be attributed to the additional metal features intro-

ducing a non-uniform current density with a complex

temperature and magnetic field evolution. In addition to the

self-induced field from the electrical bias leads, the current

in the TES itself may be generating a significant contribu-

tion. Since the coherence length and penetration depth both

FIG. 7. Measured ICþ(B) and IC�(B) for the temperature range (a) 72.1–78.8 mK and (b) 70.4–41.7 mK. The temperature corresponding to each trace is indi-

cated on the figure. Because of the high density of sampling (�0.02 lT), the data are plotted as continuous lines. The inset in (a) shows a zoom-in of the data

corresponding to 74.4 mK. The maximum value of IC is labeled C for reference with Figure 9.

FIG. 8. Measured ICþ(B) for (a)

70.4 mK and (b) 53.0 mK. The plots

are expanded views of curves shown in

Fig. 7(b) to illustrate the fine oscilla-

tory structure in IC(B) at lower temper-

atures. The maximum values of IC are

labeled D and E for reference with

Figure 9.
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get smaller with decreasing temperature, the current distribu-

tion (and therefore any internally generated self-induced

field) is likely to also be a complex function of temperature.

We are in the process of designing and fabricating devices

with different TES and bias lead geometries to further inves-

tigate the role of self-induced magnetic field on the IC(T,B).

V. MODELING THE RESISTIVE TRANSITION OF A TES

A. Basic equations

The observed weak-link behavior in these TESs opens

up opportunities to develop a model for the resistive transi-

tion. Kozorezov et al.30 recently proposed the well-known

RSJ model for a TES with no additional metallic features.

The RSJ model has been successfully used to describe the

properties of many different Josephson Junctions and also

weak-links.20,23,31,32 In the RSJ model, the junction is repre-

sented as a two-element circuit model. An Ohmic resistor

represents the quasiparticle current branch and a Josephson

junction the super-current branch. Irwin33 proposed a similar

two fluid model of a TES. In that model, the proposed

resistance mechanism originates from quasi-particle recom-

bination across phase-slip lines as described by Skocpol-

Beasely-Tinkham.34 This model has recently been revisited

and compared with data,35,36 though the potential role of

self-induced magnetic field modulation of the critical current

has not been considered for this or the RSJ model. Given the

weak-link behavior observed over a broad temperature range

in our devices, we use the RSJ approach as a starting point.

This simple one-dimensional model is derived assuming a si-

nusoidal current-phase relation and uniform current density

distribution, assumptions that are unlikely to be true given

the complex geometry of the TES and how the measured

IC(B) deviates from the classical Fraunhofer pattern even for

T � TCi. Furthermore, the RSJ model does not include non-

equilibrium superconductivity effects, such as charge imbal-

ance and Andreev reflection, which may also play a signifi-

cant role in determining the transition characteristics.

Ambegaokar and Halperin37 investigated the role of thermal

fluctuation effects on the RSJ model for different limiting

cases. More recently, Coffey31 presented a complete analyti-

cal solution, incorporating these limiting cases, which was

suggested by Kozorezov30 as a possible model for the TES

weak-link. We use the numerically and analytically simpler

Ohm’s law with the correction factor of Ambegaokar and

Halperin,37 which is valid in the limit of the Josephson cou-

pling energy much bigger than the thermal energy �hIC(T)/2e
� kbT and I/IC> 1. This is a valid limit for the devices pre-

sented here and numerical simulations confirm negligible

difference between the two approaches except for very low

in the transition (a few % Rn), where thermally activated flux

flow is predicted to broaden the transition. This is not gener-

ally a r�egime of interest for the device presented here since

optimum performance is achieved at operating points > 10%

Rn. Generalizing to include the magnetic field dependence of

the critical current, the resistive transition R(T,I,B) can be

written as

FIG. 9. (a) Maximum of IC(B) as a function of applied magnetic field for measurements made in the range 85.3–41 mK (* symbols). Data for both ICþ (* sym-

bols) and IC� (# symbols) are shown. The approximately linear region (corresponding to gI � �16 lT/mA) for T> 80 mK is indicated by a dotted line. Shown

for comparison is data for a 130 lm plain square device with no additional metal features (circle symbols) but similar bias lead geometry.19 Here, the data

agree well with the calculated self-field factor shown by the second dotted line (corresponding to gI � 5 lT/mA). (b) The field at which the maxima in IC(B)

occurs as a function of temperature. The dotted line shows the region (T> 76 mK) where the IC(B) shifts approximately linearly with temperature at a rate gT

� 0.28 lT/mK. To aid comparison between the common data points shown in this figure, the same five data points are circled in both (a) and (b) for the posi-

tive bias direction only. These are labeled A-E in both figures and correspond to the same labeled data points in Figs. 6–8.

FIG. 10. Measured ICþ(B) for T¼ 83.5 mK. The solid line shows a Gaussian

of the same width as the central oscillation with an offset DB / (T�TC0).

The dotted line was produced with DB / IC.
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RðT; I;BÞ
Rn

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ICðT;BÞ

I

� �2
s

; (13)

which is valid for I/IC> 1. In the limit I/IC< 1, the device is

superconducting (R(T,I,B)¼ 0) and for I/IC� 1, it is normal

(R(T,I,B)¼Rn). It is not possible to accurately reproduce the

highly complex IC(T,B) seen in the measured data in a simple

functional form. Thus in the following calculations, we use a

simple model of IC(B) described by Eq. (10), where IC(0) is

determined from a high order polynomial fit to the measured

maximum in IC(B) as a function of temperature. In order to

incorporate some of the basic effects presented in the meas-

ured IC(T,B), such as a current and temperature dependent

offset to B that could potentially arise due to a self-induced

magnetic field, for example (either internal to the sensor or

externally applied from the bias leads), we introduce a sim-

ple linear current dependent (gII) and temperature dependent

(gTT) offset to the oscillations in the critical current

DBðT; IÞ ¼ gII þ gTðT � TC0Þ; (14)

where TC0¼ 84.5 mK is the upper limit on the temperature

range. In the presence of an externally applied magnetic field,

Bex, the total field is then described as B¼BexþDB(T,I). The

small signal transition parameters a and b, are then calculated

by directly differentiating Eq. (13)

aðT; I;BÞ ¼ T

R

@R

@T

¼ � 1

ðx2
i � 1Þ

T

ICðT;BðT; IÞÞ

� @ICðT;BðT; IÞÞ
@T

þ @BðT; IÞ
@T

@ICðT;BðT; IÞÞ
@BðT; IÞ

� �

¼ � 1

ðx2
i � 1Þ

T

ICðT;BðT; IÞÞ

� @ICðT;BðT; IÞÞ
@T

þ gT
@ICðT;BðT; IÞÞ

@BðT; IÞ

� �

¼ � Rn

R

� �2

� 1

 !
T

ICðT;BðT; IÞÞ

� @ICðT;BðT; IÞÞ
@T

þ gT
@ICðT;BðT; IÞÞ

@BðT; IÞ

� �
; (15)

where xi¼ I/IC(T,B(T,I)). The last line is achieved by substi-

tuting Eq. (13) for the pre-factor (xi
2� 1)�1. We can simi-

larly derive

bðT; I;BÞ ¼ I

R

@R

@I

¼ 1

ðx2
i � 1Þ 1� xi

@BðT; IÞ
@I

@ICðT;BðT; IÞÞ
@BðT; IÞ

� �

¼ 1

ðx2
i � 1Þ 1� gIxi

@ICðT;BðT; IÞÞ
@BðT; IÞ

� �

¼ Rn

R

� �2

� 1

 !
1� gIxi

@ICðT;BðT; IÞÞ
@BðT; IÞ

� �
: (16)

The last term in both Eqs. (15) and (16) arise due to the T
and I dependence, respectively, of B (Eq. (14)). Different

functional forms of Eq. (14) would result in different

dependences seen in a and b.

B. Numerical simulations of the resistive transition

In this section, we use the basic equations for the RSJ

model to calculate the R(T,I) surface as a function of differ-

ent externally applied fields. When biasing the TES with the

electric circuit depicted in Fig. 1, it is only possible to sam-

ple a narrow contour of the R(T,I) surface that is determined

by the power balance between the Joule heating in the TES

and the power flow to the heat bath,

I2RðT; IÞ ¼ KðTn � Tb
nÞ; (17)

where K is a constant with units WK�n. The solution of this

power balance is the path along R(T,I) on which the TES is

operated. In these simulations, the power balance equation

is numerically solved to determine the bias path on the

R(T,I) surface for each applied magnetic field, from which

a and b are directly calculated from the partial derivatives

of R(T,I). For a constant applied Ibias to the circuit in Fig. 1,

a change in the R(T,I) due to a change in field will result in

a change in equilibrium operating resistance. This is con-

strained by the circuit equation R(T,I)¼ (Ibias/I� 1)Rs,

which we re-calculate for each applied field. We present

four different test cases with different combinations of gI

and gT to illustrate the effect on the transition characteris-

tics. The values of gI and gT are chosen to be representative

of the magnitude of the shifts seen in the critical current

data presented in Sec. IV.

1. Case 1: gI 5 0, gT 5 0

In our first test case, we assume no current or tempera-

ture dependence of B (Case 1: gI¼ 0, gT¼ 0). The calcu-

lated IC(B) functions for a series of different fixed

temperatures are shown in Fig. 11(a). From this IC(T,B), we

can calculate the resistive transition R(T,I) for a fixed

applied magnetic field using Eq. (13). The calculated R(T,I)
surface is shown in Fig. 11(b) for Bex¼ 0. The path fol-

lowed as Ibias is increased is shown for Tb¼ 55 mK with

K¼ 1.2� 10�8 WK�3.2 and n¼ 3.2, which were determined

experimentally from measurements of TES bias power

(I2R) as a function of Tb in the range 50–85 mK (for a zero

externally applied magnetic field).

Figure 12 shows a and b as a function of R/Rn along the

calculated bias path. In this case gI¼ 0 and b reduces to the

simple form (Rn/R)2� 1. Thus, b is predicted to only depend

upon the resistance within the transition. The functional

form of a depends upon this same pre-factor as b, but also

includes an additional dependence upon the derivative T/IC

@IC/@T. In Fig. 12, a(R/Rn) is shown for two examples of

applied field, B¼ 0 lT and B¼ 0.4 lT, which correspond to

the maximum and first minimum in the IC(B), respectively.

In Fig. 13(a), we show T/IC @IC/@T as a function of tempera-

ture for three fields B¼ 0, 0.4 lT, and 0.7 lT (the latter cor-

responding to the second maxima in the IC(B)). As the field
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is changed, for a fixed T, T/IC @IC/@T is modulated with the

same phase as IC(B) and has a maximum at B¼ 0 and a mini-

mum at 0.4 lT. Thus, these curves bound the maximum vari-

ation in a for a fixed temperature. For constant resistance,

the inset in Fig. 13(a) illustrates how the TES temperature

(at 20% Rn in this example) will oscillate in phase with the

IC(B) oscillations. The complete resistances versus tempera-

ture plots are provided on Fig. 13(b) for the three examples

for different applied fields. Since T/IC @IC/@T varies with

temperature, a(Bex) for constant R can take different forms

depending upon the magnitude of the field dependence of the

temperature oscillations. Fig. 14(a) shows b(Bex) and R(Bex)/

Rn for an example of constant Ibias¼ 262 lA, and Fig. 14(b)

shows a(Bex) for both constant R/Rn and constant Ibias. For

the case of constant Ibias, the TES resistance is not constant

with the applied field and will oscillate with in phase with

the IC(B). In this case, the pre-factor (Rn/R)2� 1 dominates

over T/IC @IC/@T and a(Bex) takes the form of b(Bex). In the

example presented in Fig. 14(b) for fixed resistance of 20%

Rn, only the derivative term is varying as temperature

changes and a is only weakly dependent upon applied field,

varying by �3%. It also has a very different shape compared

with the constant Ibias case. Note that these observations are

specific to the example presented and relatively small

changes in IC(T,B) can make significant changes in how

these terms combine to give a(Bex). In this first test case, the

IC(T,B) is identical for both positive and negative bias direc-

tions, a and b will similarly be identical for both bias direc-

tions, aþ¼ a� and bþ¼b�.

2. Case 2: gI 6¼ 0, gT 5 0

In our second test case, we introduce a current depend-

ent shift to the magnetic field. This case can arise due to a

self-induced magnetic field (as discussed in Sec. IV) that is

proportional to the current, DB¼ gII (Case 2: gI 6¼ 0, gT¼ 0).

Figures 15(a) and 15(b) show the calculated IC(B) and

R(T,I) surface, respectively, incorporating a current-

dependent offset, DB¼ gII with gI¼ 5 lT/mA. Since the

resistive transition is fundamentally a function of current,

DB is changing throughout the resistive transition. Thus, it

follows that features will appear in the R(T,I) surface as the

FIG. 12. Calculated a(R/Rn) along the bias paths for B¼ 0 lT and

B¼ 0.4 lT (left axis). Also shown is b(R/Rn) (right axis). The data are calcu-

lated from the modeled IC(T) for Case 1 (gI¼ 0, gT¼ 0). For a fixed R/Rn, b
is independent of externally applied field whereas a is not.

FIG. 11. (a) Calculated IC(B) for Case 1 (gI¼ 0, gT¼ 0) for temperatures Tb¼ 79–83 mK (in 1 mK increments in order of decreasing IC). The circles show the

modeled data calculated at 0.1 lT increments. (b) Calculated R(T,I) surface using the IC(T,B) for Bex¼ 0. Plotted on the surface are contours of constant percent-

age R/Rn (thin black lines). Also shown is the bias path defined as the resistance where the bias power is equal to power flow to the heat bath (thick red line).

FIG. 13. (a) Presented is T/IC @IC/@T

as a function of temperature for

B¼ 0 lT, 0.4 lT, and 0.7 lT. These

approximately correspond to the maxi-

mum, first minima, and second max-

ima in the IC(B). The inset shows the

TES temperature as a function of

applied field for 20% Rn. The resist-

ance versus temperature curves for the

three example fields is shown in (b).
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IC is modulated. This is highlighted in Fig. 15(b) by the dot-

ted line, which corresponds to the position of the first mini-

mum DB¼ 0.42 lT in IC(B) (see Fig. 11(a)), this appears

along a line of constant current in the R(T,I) at I¼DB/gI

¼ 84 lA. Above and below this line, there is a discrete

change in the direction of the contours of constant R/Rn.

When compared with Case 1 with gI¼ 0, we see that b
has an additional dependence on the product of the magni-

tude of gI and the derivative @IC/@B (Eq. (16)). Figure 16(a)

shows b(R/Rn) for a series of different fields (Bex¼ 0.0,

�0.1, �0.2 lT). As the bias path intersects a minimum, a

discrete change in the magnitude of the @IC/@B occurs. This

results in a discrete change in the magnitude of b. In the

presence of an externally applied field, the position of a min-

imum in IC(B) will shift position in the R(T,I). This feature

will occur at the position in the transition that corresponds to

a current I¼ (Bi�Bex)/gI, where Bi is the position of the spe-

cific feature in the IC(B). Thus, in contrast to the gI¼ 0 case,

gI 6¼ 0 will mean that even for a fixed resistance b(Bex) will

vary with Bex. Increasing gI means that the phase will change

more rapidly with current and more of these features will

appear in the transition, and the magnitude of the discontinu-

ities will be larger. Although the discrete changes in b(R/Rn)

at the discontinuities in the derivative term are most obvious,

b will be modified at all points in the transition as the current

continuously changes.

For a fixed resistance in the transition, b will vary with

applied field due to the derivative term in, @IC/@Bex, Eq.

(16). For constant resistance, neither temperature nor current

is constant with applied field. However, it is interesting to

compare the exact form of b(Bex) with that estimated by

assuming constant temperature. For constant R/Rn and con-

stant T, the form of b(Bex) can be determined from @IC/@Bex

in Eq. (16) from a IC(B) at constant T. Fig. 16(b) compares

b(Bex) calculated using the assumption of constant T
(81 mK) and R (20% Rn), with the direct calculation from the

partial derivative of the R(T,I) surface at 20% Rn. Thus in

this example, these two methods agree quite well suggesting

that directly differentiating a single measured IC(B) for a

fixed temperature can be a good approximation for the

expected form of b(Bex). Figure 17(a) shows three examples

of b(Bex) for different constant Ibias, which correspond to

three different R/Rns’ For constant Ibias, if gI is small, b(Bex)

may still be dominated by the pre-factor in Eq. (16), (Rn/R)2

� 1. However if the magnitude of the self-field is sufficiently

large, the oscillations b(Bex) will take the form of the deriva-

tive of IC(B) and will therefore have a different shape and

phase from IC(B) (as is the case in this example). Since the

derivative term oscillates between positive and negative,

b(Bex) can be either smaller or larger than Case 1 for gI¼ 0.

Increasing gI has the effect of increasing the peak-to-peak

height of the oscillations in b(Bex) but the phase will be

unchanged. Both the magnitude and phase of the oscillations

vary with bias point in the transition (R/Rn).

Although incorporating a current dependent term to the

critical current does not explicitly change the temperature

dependence of IC, a(Bex) will be modified compared with

case 1. a(Bex) will be skewed such that the maximum will

occur at an applied field corresponding to Bex¼�gII. Thus

in this case, a(Bex) oscillates with a phase similar to IC(Bex),

FIG. 14. Presented in (a) is the calculated

b(Bex) (left axis) and R/Rn (right axis)

both for constant Ibias¼ 262lA. Also

presented in (b) is a(Bex) for both con-

stant Ibias and for constant R/Rn¼ 20%.

Unlike b, a varies with applied field for

constant resistance.

FIG. 15. (a) Calculated IC(B) for Case 2 (gI¼ 5 lT/mA, gT¼ 0) for Tb in the range 79–83 mK (in 1 mK increments in order of decreasing IC). (b) Calculated

R(T,I) surface using the IC(B) for zero externally applied magnetic field. Plotted on the surface are contours of constant percentage R/Rn (thin black lines).

Also shown is the bias path defined as the resistance where the bias power is equal to power flow to the heat bath (thick red line). The dotted line indicates the

intersection with the first minimum in the IC(B) at a current of I¼DB/gI¼ 84 lA.

074513-11 Smith et al. J. Appl. Phys. 114, 074513 (2013)

 [This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

128.183.169.235 On: Fri, 18 Oct 2013 12:02:10



whereas b(Bex) oscillates with @IC(Bex)/@Bex. Assuming

ICþ(B)¼ IC�(�B), it follows that aþ(Bex) and bþ(Bex) for

positive bias direction will equal a�(�Bex) and b�(�Bex) for

the negative bias direction. b(Bex) and a(Bex) for both bias

directions are presented in Figs. 17(b) and 17(c), respec-

tively. Since b(Bex) and a(Bex) have different functional

forms, by engineering a device with a different self-field fac-

tor (gI) it is theoretically possible to change b relative to a. A

reduction in b is potentially beneficial because it reduces the

detector Johnson noise and thus improves the detector

energy resolution (Eq. (7)). Further details of this potential

optimization are reported elsewhere.38

3. Case 3: gI 5 0, gT 6¼ 0

Next, we introduce a temperature dependent shift, of the

form DB¼ gT(T� TC0), to the IC(T,B) (Case 3: gI¼ 0,

gT 6¼ 0). In Figs. 18(a) and 18(b), we present the calculated

IC(T,B) and R(T,I), respectively, assuming gT¼ 0.2 lT/mK.

In the same way that a current dependence to IC will intro-

duce features in R(T,I) at constant I, a temperature dependent

shift will introduce features along lines at constant T.

Essentially, this is very similar to Case 2 described above

but now these features appear in a as opposed to b. Thus,

we briefly review the key findings. Since we assume gI¼ 0,

b(R/Rn) will be the same as Case 1 and b will be independ-

ent of applied field for constant resistance. However, a will

be significantly modified by the additional derivative term

gTT/IC@IC/@B. This is the same derivative term that appears

in Eq. (16) for b only now it depends upon gTT. Figure 19

shows a(R/Rn) for a series of different applied fields. The

discontinuity at 80% Rn for B¼ 0.0 lT corresponds to the

first minimum in the IC(B). This shifts to lower in the transi-

tion as the applied field is changed. The discontinuities are

in the direction of an increase in a with decreasing R/Rn,

opposite to that of b for the example presented previously

(see Fig. 16).

The field dependence of a will also now be dominated

by the second derivative term in Eq. (15) and a will have the

same form as b in the Case 2 example (in both cases this will

essentially take the form of @IC(T,B)/@Bex). Figure 20(a)

shows a(Bex) for the same three examples of Ibias presented

in Fig. 17(a). Fig. 20(b) shows a(Bex) for both positive and

negative bias directions. Since the IC(B) shifts linearly with

temperature (corresponding to Bex¼ gTT), the peak a(Bex)

will be similarly offset.

FIG. 16. (a) Presented is the calculated b as a function of R/Rn for three different applied magnetic fields (as indicated on the figure). The discontinuities in

b(R/Rn) arises from discontinuity in @IC/@B at the minima in IC(B). As the externally applied field is changed, the position of these features will move to a dif-

ferent part of the transition. (b) b as a function of field for two examples. Firstly (dashed-dot line), calculated directly from the partial derivative of the R(T,I)

surface for constant resistance (R¼ 20% Rn) and secondly (solid line) calculated from Eq. (9) for constant temperature (T¼ 81 mK and resistance R¼ 20%

Rn). This suggests that the derivative of a measured IC(B) at a constant temperature can be used as a good approximation to the expected b.

FIG. 17. (a) b is presented as a function of applied field for three different constant Ibias¼ 284, 363, and 483 lA (top, middle and bottom traces, respectively),

at zero applied field. These correspond to R� 10, 20, and 37% Rn, respectively. The data are for Case 2 (gI¼ 5 lT/mA, gT¼ 0). The shape b(Bex) is dominated

by the term gIxi@IC(T,B)/@B in Eq. (16). (b) This plot shows b as a function of applied field for both positive and negative bias directions for Ibias¼ 363 lA

(R¼ 20% Rn). This illustrates the symmetry around zero field consistent with the IC(B). (c) a is presented as a function for applied field for both positive and

negative bias directions. In this example, a(Bex) has a different functional form and phase to b(Bex).
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4. Case 4: gI 6¼ 0, gT 6¼ 0

As a final test case, we introduce both a T dependent

phase and I dependent self-field DB¼ gIIþ gT(T�TC0) (Case

4: gI 6¼ 0, gT 6¼ 0). In this scenario, the features in the IC(B)

will manifest with both a T and I dependence in the R(T,I) sur-

face. Figs. 21(a) and 21(b) show the IC(T,B) and R(T,I) sur-

face, respectively, for gI¼ 2.5 lT/mA, gT¼ 0.14 lT/mK.

Note that in this combination, DB(I) is in the opposite direc-

tion to the DB(T). Through Eqs. (15) and (16), this results in

oscillations in a(Bex) and b(Bex) that are in phase with each

other and dominated by the derivative terms (see Fig. 22(a)).

If the current and temperature dependence were in the

same direction then it follows that the oscillations would be

out of phase with each other. This is modeled in Fig. 22(b)

which shows a(Bex) and b(Bex) for gI¼�2.5 lT/mA and

gT¼þ0.14 lT/mK. As with Cases 2 and 3, the larger gI or gT

the larger the magnitude of the oscillation in b or a, respec-

tively. As a function of R/Rn, both a and b will now have fea-

tures which are correlated and thus occur at the same

resistance within the transition. This is presented for both

examples in Fig. 23.

Since a and b both depend upon derivatives of IC with

respect to both temperature and current, the exact form of

IC(B) is very important for determining their field and resist-

ance functionality. Although Eq. (10) demonstrates the basic

principles of this model, it is not a perfect representation of

the complex temperature and field evolution of the measured

IC data. The minima in Eq. (10) used to calculate the IC(B)

results in discrete changes in the derivative whilst the max-

ima are more rounded and result in more subtle changes in

transition shape. Thus, slight differences in these features

have the potential to make a large difference in a and b. For

example, a sinusoidal IC(B) would result in a similar sinusoi-

dal a and b, simply phase shifted (d(sin h)/dh¼ sin(hþp/2)).

As a function of R/Rn a and b would change gradually without

the discrete jumps that appear in the examples presented here.

FIG. 18. (a) Calculated IC(B) for Case 3 (gI¼ 0, gT¼ 0.2 lT/mK) for Tb in the range 79–83 mK (in 1 mK increments in order of decreasing IC). (b) Calculated

R(T,I) surface using the IC(B) for zero externally applied magnetic field. Plotted on the surface are contours of constant percentage R/Rn (thin black lines).

Also shown is the bias path defined as the resistance where the bias power is equal to power flow to the heat bath (thick red line). The dotted lines indicates the

intersection with the first two minima in the IC(B) at a temperature of T¼B/gT¼ 82.9 mK and 79.8 mK, respectively.

FIG. 19. Presented is the calculated a as a function of R/Rn for four different

applied magnetic fields (as indicated on the Figure). The discontinuities in

a(R/Rn) arise from discontinuity in @IC(T,B)/@B at the minima in the IC(B).

As the externally applied field is changed, the position of these features will

move to a different part of the transition.

FIG. 20. (a) a is presented as a func-

tion of applied field for three different

constant Ibias¼ 284, 363, and 483 lA

(top, middle, and bottom traces,

respectively), at zero applied field

these correspond R� 10, 20, and 37%

Rn, respectively. The shape of a(Bex) is

dominated by the term @IC(T,B)/@B in

Eq. (15). (b) This plot shows a as a

function of applied field for both posi-

tive and negative bias directions

Ibias¼ 363 lA (� 20% Rn).
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VI. MEASUREMENTS OF THE RESISTIVE
TRANSITION

A. Field dependence of a and b

To provide comparison with the predictions of the

model described in the Sec. V, we have carried out measure-

ments of a and b as a function of both Bex and R/Rn for dif-

ferent bath temperatures. We use the approach by Lindeman

et al. and measure the frequency dependent complex imped-

ance of the TES Z(f)39 in the range 10 Hz–5 kHz. Knowledge

of the total device heat capacity C and the thermal conduct-

ance to the heat bath Gb, as well as the bias and readout cir-

cuit parameters, allows us to fit the real and imaginary

complex impedance using a small signal TES microcalorim-

eter model for a, b, and R/Rn. Further details of modeling

and example fits to experimental data for our Mo/Au devices

can be found in Refs. 19 and 27 and will not be revisited

here. In these particular devices, the heat capacity is domi-

nated by the electronic contribution from the Au absorber.

The total heat capacity is measured from the decay time of

average measured x-ray pulses while operating with a bath

temperature slightly above the abrupt on-set of superconduc-

tivity. The use of a small (�1 lA) TES bias current ensures

that the self-heating is negligible and the TES temperature

is the same as the bath temperature. In this r�egime, the

electro-thermal feedback is negligible and the pulse decay

time (Eq. (2)) is governed by the intrinsic thermal response

(s¼C/Gb). The thermal conductance, Gb¼ 160 6 8 pW/K,

is calculated from the measured power required to bias the

TES in the transition as a function of the bath temperature.

FIG. 21. (a) Calculated IC(B) for Case 4 (gI¼þ2.5 lT/mA, gT¼þ0.14lT/mK) for Tb in the range 79–83 mK (in 1 mK increments in order of decreasing IC).

(b) Calculated R(T,I) surface using the IC(B) for zero externally applied magnetic field. Plotted on the surface are contours of constant resistance (thin black

lines). Also shown is the bias path defined as the resistance where the bias power is equal to power flow to the heat bath (thick red line). The dotted line indi-

cates the intersection with the first minimum, which now has both an I and T dependence.

FIG. 22. Presented are a (left axis)

and b (right axis) as a function of

applied field for (a) gI¼ 2.5lT/mA, gT

¼ 0.14lT/mK and (b) gI¼�2.5lT/mA,

gT¼ 0.14lT/mK. Changing the polarity

of gI changes the phase of the b oscilla-

tions with respect to a.

FIG. 23. Presented are a (left axis)

and b (right axis) as a function R/Rn

for (a) gI¼ 2.5 lT/mA and gT¼
0.14lT/mK and (b) gI¼� 2.5 lT/mA,

gT¼ 0.14 lT/mK.
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We then find C¼ 1.52 6 0.08 pJ/K, consistent with the value

expected from the absorber geometry (1.4 pJ/K) and a small

contribution from the TES (�0.1 pJ/K). The uncertainty in a
and b is dominated by systematic errors arising from uncer-

tainties from other parameters used in the model (such as C,

Gb, Lin), which we estimate to be �5%. Statistical errors are

estimated to be �1%.

Due to the experientially intensive nature of these meas-

urements, it is not practical to map out the full R(T,I,B) pa-

rameter space. Measurements were focused in the lower half

of the resistive transition since this is typically where the

best signal-to-noise performance is achieved for these types

of devices.27,29 Figure 24(a) shows the best-fit values of a
and b from the measured Z(f) as a function of (R/Rn) up to

50% Rn. The results show that the a values typically reach a

peak of 500–1000 and b values of 10–20 at bias points of

5–10% Rn. The data show how the changing magnetic field

changes the shape of a(R/Rn) and b(R/Rn). This is most

clearly illustrated in the peak in a and b that appears at dif-

ferent R/Rn for different applied fields. The maximum in a
and b occurs at the same R/Rn for a given applied field, sug-

gesting that a and b are correlated. From the modeling pre-

sented in Sec. V, this is indicative of Case 4, where there

exists both a T and I dependence to the shift in IC. This

results in generally correlated features in a and b as a func-

tion of Bex and R/Rn (as is illustrated in Figs. 22 and 23). The

apparent discontinuities in a and b as a function of R/Rn are

also predicted for the non-zero gI and gT case (Fig. 23, for

example). The data show that for decreasing R/Rn, a and b
reach a peak before jumping to lower values, however this

specific behavior is difficult to exactly recreate in the model

where the discontinuities are either in opposing directions

for a and b (Fig. 23(a)) or both in the direction of increasing

a and b with decreasing R/Rn (Fig. 23(b)).

To provide a simple basis for comparison with the

measured b(R/Rn), we also show the pre-factor in Eq. (16)

(Rn/R)2� 1 (which only in the limit of gI¼ 0 would be

expected to provide a realistic functional form for b). This is

arbitrarily scaled by the factor 0.1 to align approximately

with data points above �15% Rn. A similar comparison is

made with a in Fig. 24(a). In the case of gT¼ 0, a¼�b T/IC

@IC/@T. We calculate @IC/@T from the measured IC(T)

assuming Bex¼ 0, and the TES temperature is calculated

from Eq. (17) (and is shown in Figure 24(b)). The same arbi-

trary scale factor of 0.1 is incorporated to compare the mod-

eled data to the measurement.

The need for an arbitrary scale factor of 0.1 for both a
and b is not consistent with the model outlined in Sec. V.

Even though an order of magnitude difference between b for

gI¼ 0 and gI 6¼ 0 is possible, b(Bex) should however vary

around a mean value that is approximately consistent with

the gI¼ 0 case. Thus, it is more likely that the results are sys-

tematically smaller than predicted due to inadequacies of the

one-dimensional RSJ model presented. One interpretation

could be that T/IC @IC/@T may be the correct term for calcu-

lating a, but the pre-factor (R/Rn)2� 1 could be incorrect,

since this term is common to both a and b. Given the sim-

plicity of the one-dimensional model presented and the com-

plexity of the actual device geometry, it is perhaps not

surprising there are discrepancies. This may be a result of

the effects of non-equilibrium superconductivity or incorrect

assumptions in the derivation of the RSJ model, such as the

sinusoidal current-phase relation and uniform current density

distribution, for example. The resistance versus temperature

measurements for devices similar to the ones reported here,

but with a stem configuration that transverses the whole

width of the sensor (as opposed to the “T”-Stem depicted in

Fig. 4), showed a significantly broadened transition width

that was attributed to charge imbalance from supercurrent to

quasi-particle recombination across the stem feature.16 Such

physical processes may also play a significant role in deter-

mining the transition width, and therefore a and b, for the de-

vice geometry reported here.

Figure 25 shows a(Bex) and b(Bex), respectively, as a

function of applied magnetic field measured for two exam-

ples of different constant applied Ibias. For the top and bot-

tom panels, the data correspond to Ibias¼ 382 lA and

Ibias¼ 290 lA, respectively (which are �15.3% Rn and

�7.5% Rn, respectively, at Bex¼ 0). The three vertical lines

correspond to the fixed fields at which the data in Fig. 24 are

FIG. 24. (a) a (top) and b (bottom) as a function of R/Rn for three different applied fields. Data points are connected to provide a guide to the eye. Each data

point is calculated from the best fit Z(f). The solid line (no symbols) provides a comparison to the data. For b, this corresponds to the pre-factor in Eq. (16),

0.1((Rn/R)2� 1) and for a Eq. (15), 0.1((Rn/R)2� 1)T/IC@IC(T)/@T. The factor 0.1 is an arbitrary scale factor introduced for ease of comparison. (b) R/Rn as a

function of the calculated TES temperature along the bias path (Eq. (17)) for approximately zero applied magnetic field.
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measured. Since the data are measured at constant applied

Ibias, as discussed in Sec. V, R/Rn is in general not constant

with applied field. For the higher operating point in the tran-

sition (Ibias¼ 382 lA), a(Bex) and b(Bex) show oscillatory

behavior with applied field. A peak in both a(Bex) and b(Bex)

occurs at Bex¼�0.89 lT and the width of this oscillation is

DB� 0.9 lT. Away from the central maximum, the average

oscillation period is DB¼ 0.59 6 0.04 lT. These values

closely match the periodicity of the IC(B) data presented in

Sec. IV (DB¼ 0.9 lT for the central oscillations and

DB¼ 0.55 6 0.02 lT elsewhere at T¼ 84.4 mK). As the tem-

perature and current change with bias point, the relative

phase of the oscillations is expected to change. For the lower

operating point (Ibias¼ 290 lA), similar oscillatory behavior

is observed however there exists a different phase relative to

the higher operating point example. We also note that there

is a change in shape to the oscillations as well. The largest

maxima are narrower and the variation in amplitude is

approximately a factor of 10 (compared with 2 for

Ibias¼ 382 lA). Figure 26 shows R/Rn as a function applied

field determined from the complex impedance data for the

two chosen bias points. Some oscillatory behavior in R/Rn is

observed but the relative magnitude of the oscillations is sig-

nificantly smaller than in a(Bex) and b(Bex).

Given the symmetry properties of the measured critical

current presented in Sec. IV (ICþ(Bex)��IC�(�Bex)), and

the prediction from the modeling that aþ(Bex)¼ a�(�Bex)

and bþ(Bex)¼ b�(�Bex), we have measured a subset of the

data for both bias directions. This is presented in Fig. 27 for

Ibias¼ 382 lA. Although there are some deviations, the gen-

eral phase and magnitude seem to be in agreement with the

expected symmetry for the different field and bias directions.

Figure 28 shows an expanded view of the same a and b data.

Though in general a and b seem in phase, there is a slight

systematic phase difference between the two of �0.07 lT

which appear in both positive and negative bias directions.

FIG. 25. (a) Best fit a as a function of applied magnetic field for Ibias¼ 382 lA, which corresponds to �15.3% Rn (top) and for Ibias¼ 290 lA corresponding to

7.5% Rn (bottom) at zero applied field. The three vertical lines correspond to the fixed fields at which the data in Fig. 24 is measured. (b) Best fit b as a function

of applied magnetic for the same two Ibias examples. Data points are connected to provide a guide to the eye.

FIG. 26. Fitted bias point percentage (R/Rn) for constant Ibias as a function

of applied magnetic field. The top line corresponds to Ibias¼ 382 lA (left

axis) and the bottom line corresponds to Ibias¼ 290 lA (right axis). Data

points are connected to provide a guide to the eye.

FIG. 27. a (top) and b (bottom) for Ibias¼þ382 lA and Ibias¼�382 lA

bias as a function of applied field. The general features suggest

aþ(Bex)� a�(�Bex) and bþ(Bex)�b�(�Bex), consistent with the symmetry

properties of the measured IC(T,B).
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Since a and b are derived from the same Z(f) for each meas-

ured data point, it is not possible to introduce a systematic

offset experimentally. Thus, this is believed to be physical in

origin. This might result from the two different derivative

terms that combine in Eq. (15) for a, which can have a differ-

ent phase relation with each other (as opposed to only one

for b). For the Ibias¼ 290 lA data, there is no discernable

phase difference between a and b to within the measurement

accuracy.

Increasing the bath temperature of the ADR, Tb, reduces

the required joule power to operate the device in the transi-

tion (Eq. (17)). Consequently, the bias path along the R(T,I)
surface will occur at a higher temperature and lower current.

Thus, changing Tb provides a means to probe a different part

of the R(T,I) surface. Presented in Fig. 29 are measurements

of a(R/Rn) and b(R/Rn) for Tb¼ 77 mK. Also presented is

a(Bex), b(Bex), and R/Rn(Bex) for Ibias¼ 225 lA. In general

the observations are very similar to the previous two exam-

ples except for changes in magnitude and phase of the

oscillations.

In order to examine the relation between the measured a
and IC(T,B) for the three example data sets, we plot all three

a(Bex) data sets on Fig. 30(a) (labeled 1–3). For comparison

with @IC/@Bex, the a(Bex) data are vertically offset and arbi-

trarily scaled. In the simple modeled predictions from

Sec. V, a(Bex) or b(Bex), can be compared directly with

@IC(B)/@Bex for a fixed temperature (see, for example, Fig.

16(b)). Thus, we plot @IC/@Bex calculated from directly dif-

ferentiating the measured IC(B) data presented in Fig. 6(b),

for T¼ 80.9 mK, 81.9 mK, and 83.0 mK. This is equivalent

to the last term in Eq. (15) for a, which under the assumption

of constant T and constant R/Rn can be used to illustrate the

expected behavior in a(Bex). These temperatures were cho-

sen because they correspond closely to the TES temperature

under bias for the three a(Bex) examples. The data are verti-

cally offset to approximately align with the a(Bex) data. The

TES temperatures (calculated from Eq. (17)) corresponding

to the three a(Bex) measurements are presented in Fig. 30(b).

These differ by less than �60.5 mK from the temperatures

at which @IC/@Bex in Fig. 30(a) was measured. Compared

with the simulated examples presented in Sec. V, the meas-

ured @IC/@Bex oscillations are generally more rounded and

symmetric, this in turn results in more rounded a(Bex) than

the examples in Sec. V. The more abrupt jumps in the transi-

tion parameters, around the largest peaks in a(Bex) (for the

data labeled 1 and 3 in Fig. 30(a)), correspond to the same

abrupt discontinuities measured as a function of R/Rn

(Fig. 24(a), for example). Although this type of feature is a

prediction from the model, given the rounded @IC/@Bex fea-

tures it is not possible to conclude that these abrupt changes

are necessarily of the same mechanism presented in the mod-

eled examples (as illustrated in Fig. 23). Further measure-

ment would be required at a variety of different TES

temperatures within the transition to comprehensively map

the transition parameters to understand further how specific

features in the R(T,I) correlate to the measured critical cur-

rent. Somewhat surprisingly, given the uncertainty in the

temperature and the approximations outlined above, the peri-

odicity and phase for the three examples of a(Bex) agree

rather well with @IC(B)/@Bex. As the TES temperature

decreases for the three examples, the phase of a(Bex) shifts

away from zero applied field. The maximum in @IC(B)/@Bex

shifts by �0.63 lT from 83.0 mK to 80.9 mK. Although the

shape of the measured a(Bex) is not identical between tem-

peratures, the phase shifts by approximately the same

amount consistent with expectation. The measured a(Bex) at

constant Ibias also includes the effect of resistance and tem-

perature changing. The superposition of both temperature

and resistance changing can result in distortions of the meas-

urements of a(Bex) and may in part explain why the shape is

different between the @IC(Bex)/@Bex and a(Bex).

B. Response to X-rays

Through Eqs. (1) and (2), the magnetic field dependence

of the small signal transition parameters a and b affects DI
and setf. In this section, we present measurements of the

pulse DI and setf as a function of applied magnetic field and

bias point and discuss the implications for array uniformity

and for stability in time varying fields. A 55Fe electron cap-

ture source is used to illuminate the detector area with Mn-

Ka x-rays at an energy of 5898 eV. Approximately 100 x-ray

events are logged and averaged. DI is determined from the

maximum value of each record and setf is determined from

an exponential fit to the pulse decay time. The estimated

FIG. 28. (a) a (left axis) and b (right axis) for positive bias direction and (b)

negative bias directions. The data indicate a small phase difference of

�0.07 lT between a and b.
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FIG. 29. (a) The best fit a (top) and b (bottom) as a function of R/Rn for two different applied magnetic fields. The bath temperature is 77 mK. (b) This figure

shows the best fit a (top) and b (bottom) as a function of applied magnetic field for Ibias¼ 225 lA. (c) Best fit R/Rn as a function of applied field. The two verti-

cal lines in both (b) and (c) correspond to the fixed fields at which the data in (a) were measured. Data points are connected to provide a guide to the eye.

FIG. 30. (a) Measured a(Bex) for three different measurement conditions (labeled 1–3) as indicated in the figure. Each data set is vertically offset and arbitra-

rily scaled. Also shown is @IC(B)/@Bex calculated from the measured IC(B) presented in Fig. 6(b) for T¼ 80.9 mK, 81.9 mK, and 83 mK. Each data set is verti-

cally offset to approximately align with a(Bex). These temperatures were chosen because they correspond approximately to the TES temperature under bias for

the three a(Bex) examples. (b) TES temperature under bias (calculated from Eq. (17)) as a function of applied field. The data correspond to the three a(Bex)

examples presented in (a) (labeled 1–3).
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statistical error in the measured DI is �60.2 lA and setf is

�62 ls.

Fig. 31(a) shows DI as a function of R/Rn for fixed

applied field (B1¼�0.89 lT). Fig. 31(b) shows DI and setf

as a function of the applied field for Ibias¼ 382 lA. Also,

shown on Fig. 31 is the calculated DI and setf using the meas-

ured transition parameters a and b from Figs. 24 and 25 and

a small signal detector model,23 which in the limit of Lin¼ 0

and R� RS reduces to Eqs. (1) and (2), respectively. Above

�10% Rn, the measured DI agrees well (to within �10%)

with that predicted from the small signal detector parame-

ters. However just below 10% Rn, the measured x-ray pulse

heights are �55% larger than that predicted from the model.

This is attributed to non-linearity in the detector response. In

these relatively large heat capacity devices, we estimate that

a photon energy of �6 keV will transverse only �5–10% of

the transition. However, since a and b can change by an

order of magnitude for only a few %Rn, when biased below

10% Rn, a 6 keV x-ray event may sample a higher resistance

part of the transition where a and b are very different than at

the quiescent bias point. The x-ray will not sample the identi-

cal path in R(T,I) space as the bias trajectory since, when the

photon is absorbed, the electro-thermal feedback results in a

decrease in I as T and R increase. However, the observed

enhancement of the pulse height in these measurements is

suggestive that the pulses intersect similar features in a and

b as measured along the bias path. The non-linearity is fur-

ther illustrated by the average measured pulse shapes (shown

in Fig. 32(a)), which show two exponential components to

the measured decay time constants s1¼ 1.06 ms and

s2¼ 1.62 ms (for events measured at R¼ 8.6% Rn) compared

with the single exponential of the small signal model. The

faster time constant s1 is consistent with sampling a higher

resistance part of the transition, where the detector response

is faster, whereas s2 matches the small signal calculation for

that bias point.

As a function of applied field, a and b combine such that

predicted DI and setf oscillate out of phase with each other in

close agreement (at a level of� 10%) with the measured

results (Figs. 31(b) and 32(b)). The discrepancy could also

be a result of non-linearity in the detector response (but a

much lower level than discussed above) or some systematic

errors from the small signal model parameters.

This dependence of sensor responsivity on magnetic field

has implications for device performance and calibration. Non-

linearity in the detector responsivity with energy can result in

uncertainty in the absolute energy scale and make higher

demands on calibration. Spatially varying static fields over an

array can result in pixel-to-pixel non-uniformity. Uniformity

is particularly important for time-domain multiplexed (TDM)

SQUID readout as proposed11 for kilo-pixel arrays. This

requires the common biasing of many pixels thus it is impor-

tant the arrays have sufficient uniformity such that every pixel

has the optimal performance.

Time varying fields can result in degradation in energy

resolution over time due to variations in gain. In our labora-

tory experiments, variations in gain of the order �1% over

long time scales (>10 minutes) can be removed by gain

correction algorithms and no significant degradation in

resolution is observed. However, variations over shorter,

FIG. 31. (a) Measured pulse height,

DI, as a function of R/Rn for constant

applied field �0.89 lT (B1) and (b)

decay time, setf and DI as a function of

applied magnetic field for constant

Ibias¼ 382 lA. Shown for comparison

are DI and setf calculated using the

small signal transition parameters a
and b (shown previously in Figs. 24

and 25).

FIG. 32. (a) Comparison of calculated and measured pulse shape for R¼ 8.6% Rn at B¼�0.89 lT (B1). The measured x-ray has a second decay time constant

and larger than expected pulse height compared with that calculated from the small signal detector model. (b) Average measured Mn-Ka x-ray events (dots)

for Ibias¼ 382 lA for two different magnetic fields of �0.89 lT (B1) and �0.42 lT (B2). The solid lines are the calculated pulse shapes from the small signal

detector model. In these examples, the measured and calculated pulse shape agree well.

074513-19 Smith et al. J. Appl. Phys. 114, 074513 (2013)

 [This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

128.183.169.235 On: Fri, 18 Oct 2013 12:02:10



pulse-to-pulse time scales, which cannot be accurately

tracked, have the potential to degrade resolution. Using the

maximum pulse shape variation with field from Fig. 31(b),

we estimate a field dependence of the measured 6 keV line of

1 eV per 125 pT change in the magnetic field. Thus, a

125 pT rms fluctuation in magnetic field would result in a

1 eV rms broadening in the measured energy resolution.

Alternatively, an uncorrected linear drift of 433 pT would

result in a 1 eV rms broadening (since the rms contribution

of a drift from –A/2 toþA/2 is A/sqrt(12)). This type of

analysis can be used to set the magnetic field environment

requirements for the various applications of TES arrays.

Operating closer to the peak in a(R/Rn) (around 7.5% in this

example) is detrimental to performance since it introduces a

much greater level of field sensitivity as well as non-linearity

in the detector response to x-rays and non-stationary noise.40

C. Noise and energy resolution

Having derived a and b from Z(f), we can calculate the

theoretical noise spectral density of the TES and compare it

with the measured noise. We calculate the average current

noise spectral density, �hjN(f)j2i, from the Fourier transforms

of approximately 500 randomly triggered noise traces. The

same model used to fit Z(f) is used to calculate the expected

current noise spectral density. The main noise terms (as dis-

cussed in Sec. II) included are TES phonon noise (Eq. (4))

and TES Johnson noise (Eq. (5)). In addition, a white current

noise from the SQUID electronics and analog-to-digital con-

verter (ADC), which varies from �10–20 pA/�Hz depending

upon the experimental conditions, is included. The Johnson

noise from the shunt resistor is also included in the model

but is not a significant contribution to the total noise. The

total calculated noise spectral density is then compared with

the measured data. The term #2 in Eq. (5) is set to zero, thus

M2 may include contributions from unknown higher order

correction terms in the Johnson noise (which may exhibit

additional dependences upon a or b), as well as any other

unrelated sources of noise. The unexplained noise factor M2

is fitted as a free parameter in the model. We estimate the

errors in M2 are <10% due to statistics in the fitting, system-

atic errors in the small signal transition parameters used in

the model and uncertainty in the assumed level of the read-

out noise. We note that in these measurements, we also

found an additional noise component believed to be due to

long wavelength radiation creating photon shot noise. This

has the same functional form as the phonon noise to the bath

and was fitted as an additional parameter in the model. This

was found to be 0.77 6 0.07 times the magnitude of the pho-

non noise and is independent of detector operating parame-

ters, consistent with previous observations. This has been

shown to arise from stray thermal power radiating through

the aluminized Mylar x-ray windows on the cold-stage and

is not an intrinsic detector noise source.12 Figure 33 shows

the measured and calculated noise for one example described

in the caption.

Figure 34(a) shows the calculated a and b as a function

of bias point for a single applied field (B1). Note these are

the same data as shown in Fig. 24 for an applied magnetic

field of �0.89 lT (B1). Each data point is color and symbol

coded to correspond to the same data points shown in

Fig. 34(b). Shown in Fig. 34(b) is (1þ 2b)(1þM2) as a func-

tion of the factor (1þ 2b) that accounts for first order expan-

sion term in the Johnson noise. The solid black line

corresponds to M2¼ 0, thus data points that fall on this line

have no additional unexplained noise contributions. Low in

the transition (square symbols), where a< 100 and b> 1, we

find that M2� 0. As bias point resistance is increased, we hit

the sharp excursion in both a and b at about 10% Rn and cor-

respondingly see a rapid increase in unexplained noise (trian-

gle symbols) to a maximum of M2� 15. As a and b decrease

at higher bias points the noise also decreases, returning to

M2� 0 at 20% Rn (circle symbols). The fact that different

noise levels can exist for the same b value is evidence that

the additional noise is not solely dependent upon b, and b
cannot solely be used as a reliable predictor of the noise.

This is further illustrated in Fig. 35(a), where as well as plot-

ting the B1 data shown in Fig. 34, we also add the noise data

corresponding to the applied magnetic field �0.51 lT (B3).

The same approximate scaling is observed in these data,

however, because the peak excursion in a and b is now

shifted to lower bias points in the transition, the noise occurs

at different b values. Fig. 35(b) then shows the noise data at

0.0 lT (B4) and �0.41 lT (B5) for Tb� 77 mK, which corre-

sponds to the a and b data from Fig. 29(a) (note that B5 noise

data in Fig. 35(b) are more coarsely sampled than the a and

b data in Fig. 29(a)). In these examples the a, b and noise

excursion occurs higher up the transition compared with the

previous data.

Figure 36 shows M2 as a function of a for all four data

sets discussed. The data suggest that M2 may be correlated

with a for a>�100, whereas for a<�100, M2< 1 and there

exists no significant unexplained noise. Thus, there appear

two distinct operational r�egimes where the noise characteris-

tics are very different. We note that these results seem to be

FIG. 33. Comparison of the measured current noise spectral density with the

calculated noise using the small signal detector parameters. Shown are the

individual noise components that add in quadrature to give the total noise.

The measured data correspond to B¼�0.89 lT (B1) and R/Rn¼ 10.9%.

The small signal transition parameters are a¼ 506 and b¼ 10.2, and the

unexplained noise factor fitted to the data is M2¼ 11.4.
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consistent with noise measurements reported for Mo/Cu

bilayer TESs.41 This scaling is consistently observed for all

four data sets in Fig. 36. Further theoretical development is

required to determine higher order terms in the non-linear

Johnson noise expansion, which may yield terms dependent

upon resistance derivatives with temperature.17 Thermal

fluctuation noise42 from thermal decoupling between parts of

the TES has been identified in some higher resistance devi-

ces but are not thought to play a significant contribution in

our low resistance, high thermal conductance detectors.

The predicted energy resolution DEFWHM is determined

from Eq. (6) from the average noise power hjN(f)j2i and the

detector responsivity jS(f)j2, which is calculated from the

Fourier transform of average measured pulses normalized to

a delta-function input of power. Figure 37 shows the pre-

dicted DEFWHM as a function of R/Rn from both the meas-

ured signals and calculated from the small signal model

(which reduces to Eq. (6) in the limits discussed in Sec. II).

The discrepancy between DEFWHM inferred from measured

data and the small-signal analysis is consistent with the non-

linearity in the pulse shape discussed in Sec. V. Below 10%

Rn, the measured 6 keV x-ray overestimates the small-signal

detector responsivity and results in a significantly better pre-

dicted DEFWHM compared with the small signal model. The

dotted line shows the effect of setting M2¼ 0 at all bias

points and indicates the region of the transition where the

degradation in DEFWHM due to non-zero unexplained noise

occurs. Figure 38 shows how both M2 and DEFWHM vary

with magnetic field. In this specific example, the worst reso-

lution corresponds to both the lowest noise and the smallest

pulse height. However, the optimum resolution does not cor-

respond to the maximum in the pulse height, since here M2 is

now close to 3. In fact, the best resolution occurs somewhere

in-between, where M2� 1 but the pulse height is close to

maximum. This complex relation between M2, a, and

DEFWHM illustrates a practical difficulty in trying to optimize

resolution from applying a magnetic field. It is not possible

to simply apply a magnetic field to maximize the signal

response to x-rays or alternatively to minimize the unex-

plained noise. Instead, the optimization depends upon both.

Spectral resolution, as determined from fitting a histo-

gram of filtered x-ray events, has not been comprehensively

studied as a function of field and bias point. The spectral re-

solution was however measured for Ibias¼ 382 lA and

B¼�0.9 6 0.05 lT. This corresponds to the maximum in

FIG. 34. (a) Calculated a and b as a function of bias point. Note these are the same data as shown in Fig. 24 and correspond to an applied field of �0.89 lT

(B1). (b) Log-log plot showing the voltage noise factor (1þ 2b)(1þM2) versus the factor (1þ 2b) that accounts for the first order expansion of the Johnson

noise. Each measured data point is color and symbol coded to correspond to the same a and b data points shown in (a). The solid black line corresponds to

M2¼ 0.

FIG. 35. (a) Log-log plot showing (1þ 2b)(1þM2) as a function of just the

first order expansion term (1þ 2b). These data are measured at 54 mK for an

applied magnetic field of �0.89 lT (B1) and �0.51 lT (B3). (b) These data

are measured at 0.0 lT (B4) and �0.41 lT (B5) at 77 mK.
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the pulse height and best predicted DEFWHM. The measured

spectra resolution was DEFWHM¼ 2.82 6 0.15 eV consistent

with the predicted resolution. For the 12 devices reported in

Ref. 27, from the same fabricated wafer as tested here,

DEFWHM¼ 2.7 6 0.15 eV was achieved for optimized bias

points in the range 7–26%Rn. Thus, despite the presence of

non-ideal effects in the transition characteristics of these

devices, excellent resolution performance has been achieved.

VII. SUMMARY AND CONCLUSIONS

In this contribution, we have examined how the per-

formance of our Mo/Au TES x-ray detectors can be impacted

by weak-links behavior. We have carried out comprehensive,

high-resolution measurements of the critical current over a

broad range in temperature and magnetic field. These meas-

urements reveal Josephson-like oscillations with the applied

magnetic field that transition to more Meissner-like behavior

at lower temperatures. However, these measurements show

significant departure from similar measurements on simple

bilayer test structures. This is thought to be due to the pres-

ence of additional features (such as noise-mitigation stripes

and absorber-attachment stems) introducing spatial inhomo-

geneity to the superconducting order parameter and current

density distribution. This is further complicated by the

presence of self-induced magnetic fields generated by cur-

rent flowing in the electrical bias leads and sensor itself.

We have presented a simple one-dimensional resistively

shunted junction model for calculating the TES R(T,I,B) that

incorporates the effects of temperature, current, and exter-

nally applied, as well as self-induced, magnetic field depend-

ence to the critical current. The important result from this

model, despite the simplicity, is the prediction that it is pos-

sible to generate complex structure in the resistive transition,

such as kinks, discontinuities, and oscillations with applied

magnetic field. Thus, this type of behavior should be consid-

ered fundamental and generally expected, though the exact

manifestation is likely to be highly dependent on the details

of the complex three-dimensional geometry of the device.

High resolution measurements of the small signal transition

parameters, a and b, for three different bias conditions show

correlated oscillatory behavior with applied magnetic field

consistent with the predictions of the model. Also, shown are

FIG. 36. (a) M2 as a function of a for

applied magnetic fields of �0.89 lT

(B1) and 0.51 lT (B3) for Tb¼ 54 mK

and (b) for 0.0 lT (B4) and �0.41 lT

(B5) at Tb¼ 77 mK.

FIG. 37. Predicted DEFWHM as a function of R/Rn calculated from the small

signal transition parameters compared with that calculated directly from the

average measured Mn-Ka x-ray and noise spectral density. The example pre-

sented corresponds to B¼�0.89 lT (B1) and Tb¼ 53 mK. The dotted line

is the calculated DEFWHM assuming M2¼ 0.

FIG. 38. Best fit unexplained noise parameter M2 as a function of applied

magnetic field (top panel). Also shown (bottom panel) is the predicted

DEFWHM as a function of applied magnetic field calculated from the small

signal transition parameters and calculated directly from the average meas-

ured Mn-Ka x-ray and noise spectral density. The corresponding measured

and calculated DI and setf are presented in (b) for the case of constant

Ibias¼ 382 lA.

074513-22 Smith et al. J. Appl. Phys. 114, 074513 (2013)

 [This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

128.183.169.235 On: Fri, 18 Oct 2013 12:02:10



abrupt discontinuous features in a and b with applied field

and resistance. Though the model also predicts this type of

structure, further study is required to conclusively determine

whether these features can be directly correlated to specific

features in the critical current. In general the measured a and

b values are an order of magnitude smaller than that pre-

dicted by the RSJ model (even when accounting for varia-

tions due to the I and T dependence to IC). This may be a

result of broadening due to non-equilibrium superconductiv-

ity effects or deviations from the sinusoidal current-phase

relation assumed in the simple one-dimensional RSJ model,

or the effect of non-uniform current density distribution (and

the associated self-induced magnetic field from the current).

The complex geometry of these devices means that a full mi-

croscopic model, including non-equilibrium, weak-link

superconductivity, and the role of self-induced magnetic

fields, will likely be extremely challenging to develop.

Measurements of the signal responsivity to Mn-Ka x-

rays show oscillatory pulse height and decay time consistent

with calculations from the small signal transition parameters

and illustrate how weak-link physics manifests itself in the

detector responsivity. We have also studied the detector

noise as a function of field and resistance and have shown

that the near-equilibrium expansion of the TES Johnson

noise consistently defines a lower limit on the detector band-

width limiting noise. In addition, small regions of unex-

plained detector noise have been found around the narrow

regions of large a. Measurements suggest there are two

r�egimes of operation—that of a<�100, in which there typi-

cally seems to be low levels of unexplained noise (M2<�1)

and that of a>�100 where M2 is strongly dependent upon

a. The combined effect of the field dependent responsivity

and noise result in a complicated field dependence of the

predicted energy resolution that makes optimization

challenging.

Although it is not yet possible to quantitatively predict

R(T,I,B) with complete certainty, these results show how the

underlying weak-link physics affects a and b, and ultimately

the detector resolution. In order to improve TES energy reso-

lution, there are two obvious routes. Firstly, making devices

with large a and no (or at least reduced) unexplained noise,

and secondly reducing the near-equilibrium Johnson noise

term 2b. The use of interdigitated metal stripes for noise mit-

igation has been empirically shown to reduce M2 at the

expense of reducing a, consistent with the trend reported

here. However it is not clear whether the reduction in noise

comes as a result of reducing a or is an independent effect.

Furthermore, it is not known whether the additional levels of

unexplained noise are associated with higher order Johnson

noise terms or from a different physical process all together.

The results presented here suggest that by engineering the

IC(T,B) with the use of normal or superconducting metal

structures in conjunction with the appropriate field environ-

ment (externally applied or self-induced) it may be possible

to change R(T,I,B). We are currently in the process of

designing and testing devices with different metal features

that allow us to vary the superconducting order parameter w2

across the weak-link by means of the proximity effect. By

adjusting w2 we can directly change IC(T,B) and potentially

probe a different phase space of R(T,I,B), which may yield

different relationships between a, b and potentially M2, and

ultimately may allow us to engineer an “ideal” TES.
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